|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **NLP 2025 Lab 1 Report: Tokenization** | | | | |
|  | | | | |
|  | **First Author** | **Second Author** | **Third Author** |  |
|  | Affiliation / Address line 1 | Affiliation / Address line 1 | Affiliation / Address line 1 |  |
|  | email@domain | email@domain | email@domain |  |
|  | | | | |
|  | | | | |

Abstract

|  |  |  |
| --- | --- | --- |
| **Type of Text** | **Font Size** | **Style** |
| paper title | 15 pt | **bold** |
| author names | 12 pt | **bold** |
| author affiliation | 12 pt |  |
| the word “Abstract” | 12 pt | **bold** |
| section titles | 12 pt | **bold** |
| document text | 11 pt |  |
| captions | 10 pt |  |
| abstract text | 10 pt |  |
| bibliography | 10 pt |  |
| footnotes | 9 pt |  |

Table : Font guide.
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def foo():

print('Hello World')
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Exercise 10: Comparing tokenizers

1. Collaborators outside our group
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